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An adaptive grid method for two-dimensional viscous flows

Changqiu Jin, Kun Xu *

Mathematics Department, Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong 10000, China

Received 18 September 2005; received in revised form 23 January 2006; accepted 27 January 2006
Available online 15 March 2006
Abstract

This paper extends the gas-kinetic BGK-NS scheme to an adaptive grid for the viscous flow simulations. The grid move-
ment and adaptation is controlled by a monitor function which may depend on velocity gradient or other flow variables,
such as density or pressure. For the viscous flow computation, the use of adaptive mesh much improves the efficiency and
accuracy of the method in comparison with the methods with static mesh points. The current method is an accurate and
efficient method for the viscous flow computation, where the grid points can be easily moved and concentrated on the
regions with large velocity and density gradients, such as the boundary layer and multi-material interface. Many numerical
examples validate the current approach for the viscous flow simulations.
� 2006 Elsevier Inc. All rights reserved.

MSC: 65M06; 76P05; 76T05

Keywords: Adaptive grid; Gas-kinetic scheme; Navier–Stokes equations; Viscous flow
1. Introduction

In the past two decades, various adaptive grid methods have been developed for the numerical solutions in
the physical and engineering applications, such as fluid dynamics, hydraulics, combustion, heat transfer, and
material science. Physical problems in these areas, such as shock waves, boundary layers, and detonative
waves, may require extremely fine mesh to resolve accurately large solution variations. The use of well-refined
uniform mesh becomes computationally prohibitive when dealing with systems in multi-dimensions. Adaptive
grid methods not only produce a high grid-point density in large gradient regions to improve the accuracy of
numerical solution, but also decrease the cost of numerical calculation in comparison with the uniform grid.
Currently, existing adaptive grid methods can be summarized as follows: the variational approach of Winslow
[24], Brackbill et al. [3,4], Ren and Wang [17], and Tang and Tang [20]; finite element methods of Millers [15],
and Davis and Flaherty [8]; moving mesh PDEs of Russell et al. [5,18], Li and Petzold [13], and Ceniceros and
Hou [6]; and moving mesh methods based on harmonic mapping of Dvinsky [10] and Li et al. [12]; and many
others.
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doi:10.1016/j.jcp.2006.01.041

* Corresponding author. Tel.: +852 2358 7440; fax: +852 2358 1643.
E-mail addresses: majchq@ust.hk (C. Jin), makxu@ust.hk, makxu@uxmail.ust.hk (K. Xu).

mailto:majchq@ust.hk
mailto:makxu@ust.hk
mailto:makxu@uxmail.ust.hk


C. Jin, K. Xu / Journal of Computational Physics 218 (2006) 68–81 69
Many existing adaptive methods are mainly targeting on the inviscid flow problems. For the viscous solu-
tion, a few finite element adaptive methods have been developed for the incompressible Navier–Stokes equa-
tions [9,16]. For the compressible flow applications, the accurate capturing of the physical structures, such as
the viscous and heat conducting boundary layer and the separation bubble around an airfoil, are critically
important. In these regions, large velocity and temperature gradients may exist. In order to capture these phe-
nomena in an efficient way, an adaptive moving mesh method is an optimum choice. Therefore, it is very
important to study and develop adaptive grid method for compressible viscous flow simulations.

It is well known that in the gas-kinetic theory the Navier–Stokes equations can be derived from the Boltz-
mann equation using the Chapman–Enskog expansion [7]. In the gas-kinetic representation, all macroscopic
flow variables are the moments of a single particle distribution function and the particle movement is basically
the linear transport and collision. In the past years, the gas-kinetic BGK scheme has been well developed for
the compressible viscous flow computation [26], which is specifically accurate for the supersonic viscous and
heat conducting flow [27,19]. Since a gas distribution function describes both equilibrium and non-equilibrium
flow properties, the inviscid and viscous fluxes are obtained simultaneously in the gas-kinetic scheme under the
initial condition of a generalized Riemann solver.

This paper focuses on the development of a gas-kinetic scheme on an adaptive grid for viscous flow com-
putation. The scheme mainly composes two parts. The first part is about the mesh redistribution and adap-
tation and the second part is the flow update on a newly constructed mesh. In the current paper, the
former one is based on the adaptive method proposed by Tang and Tang [20]. Since the velocity is an impor-
tant quantity for the viscous flow, we are going to use velocity gradient to define the monitor function, then
the mesh will be redistributed according to this function by solving elliptic equations. In the second part, the
gas-kinetic BGK-NS scheme for the Navier–Stokes fluxes will be used to update the flow variables for each
control volume [26], where a time-dependent gas distribution function is obtained from an initially disconti-
nuity flow distribution.

This paper is organized in the following. In the next section, we are going to outline the theory of mesh-
redistribution method. Section 3 presents the gas-kinetic BGK scheme and its use in the adaptive framework.
Section 4 presents many numerical examples to validate the accuracy and efficiency of the newly developed
scheme. The last section is the conclusion.

2. A mesh-redistribution method

This section contains two subsections, which are mesh generation based on the variational approach and
conservative flow quantities redistribution to the newly generated mesh.

2.1. Mesh generation based on the variational approach

In one-dimensional space (1D), due to the capability of using fine mesh in the current computing power,
moving mesh method is generally not necessary. Here, in this paper, we will focus on the two-dimensional space
(2D). In 2D, the widely used mesh generation techniques are based on the variational approaches. The pioneer
work was proposed by Winslow [24]. Let x = (x, y) and n = (n, g) denote the physical and computational coor-
dinates. A coordinate mapping from the computational domain Xc to the physical domain Xp is given by
x ¼ xðn; gÞ; y ¼ yðn; gÞ; ð1Þ
and the inverse map is
n ¼ nðx; yÞ; g ¼ gðx; yÞ. ð2Þ
The specific map is obtained by minimizing of a mesh adaptation functional of the following form
Eðn; gÞ ¼ 1

2

Z
Xp

ðrnTG�1
1 rnþrgTG�1

2 rgÞdxdy; ð3Þ
where G1 and G2 are symmetric positive definite matrices which are formally called monitor functions. The
Euler–Lagrange equations for E(n, g) become,
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r � ðG�1
1 rnÞ ¼ 0; r � ðG�1

2 rgÞ ¼ 0; ð4Þ

which gives the coordinate transformation in mesh generation and adaptation. Grid generation is basically to
obtain the curvilinear coordinate system (1) from the above elliptic system (4). Usually, after solving the linear
system (4) for n(x), we find the inverse map to obtain x(n), which is expensive. Certainly, we can directly solve
the corresponding equations on the computational domain Xc by interchanging the dependent and indepen-
dent variables in (4). However, the obtained equations are complicated and massive computations are re-
quired. An alternative approach, as suggested by Ceniceros and Hou [6], is to consider a functional defined
in the computational domain:
~E½n; g� ¼ 1

2

Z
Xc

ð ~rTxG1
~rxþ ~rTyG2

~ryÞdndg; ð5Þ
to replace the conventional functional (3), where ~r ¼ ðon; ogÞT. The corresponding Euler–Lagrange equations
become
~r � ðG1
~rxÞ ¼ 0; ~r � ðG2

~ryÞ ¼ 0. ð6Þ

Therefore, the mesh distribution in the physical space can be directly obtained by solving (6), which is much

simpler than the conventional variational approach (3). However, the system (6) can generate degenerating
grids in some concave regions [10]. The original system (4) is more accurate and reliable than the simple
one (6) even though it is more complicated. In the current paper, all numerical examples have simple geom-
etry, so Eq. (6) will be used for the mesh generation.

In the present approach, choosing an appropriate monitor function is very important in the mesh genera-
tion and adaptation. In this paper, we will use a directional splitting monitor function, i.e.,
G1 = G2 = diag{w1, w2}, where the functions w1, w2 are defined by
w1 ¼ 1þ a1jwj2 þ b1

ow
on

����
����
2

 !c1
2

; w2 ¼ 1þ a2jwj2 þ b2

ow
og

����
����
2

 !c2
2

; ð7Þ
where a1,a2,b1,b2,c1,c2 are some nonnegative constants, and their optimum values depend on flow problems.
In this paper, the selection of these parameters is mainly based on the physical intuition and numerical testing.
Here w can be chosen as density, velocity, entropy, or error estimate. But, for the viscous flow, the use of flow
velocity seems to be a good choice.

The specific steps for constructing an adaptive mesh are the following. We firstly divide the computational
domain Xc = {(n,g)j1 P n,g P 0} into the square mesh:
fðnj; gkÞjnj ¼
j

J x þ 1
; gk ¼

k
J y þ 1

; 0 6 j 6 J x þ 1; 0 6 k 6 J y þ 1g;
then, a second-order central difference scheme is used to discretize the mesh generation Eq. (6)
Dj
�ððw1Þjþ1

2;k
Dj
þxj;kÞ

ðDnÞ2
þ

Dk
�ððw2Þj;kþ1

2
Dk
þxj;kÞ

ðDgÞ2
¼ 0;

Dj
�ððw1Þjþ1

2;k
Dj
þyj;kÞ

ðDnÞ2
þ

Dk
�ððw2Þj;kþ1

2
Dk
þyj;kÞ

ðDgÞ2
¼ 0; ð8Þ
where Dl
þ and Dl

�, l = j, k denote forward and backward difference operators. The mesh mapping (1) are de-
noted by xj,k = x(nj,k,gj,k), yj,k = y(nj,k,gj,k). The above equations with boundary condition are solved by iter-
ative methods, i.e., Jacobi iteration or Gauss–Seidel method. The numerical experiments in Section 4 show
that the Gauss–Seidel iteration with a fixed number of iteration is very robust in the mesh construction.

2.2. Conservative solution interpolation

After generating new mesh at each time step according to the monitor function, we need to interpolate flow
variables from the old to the newly obtained mesh. Even though many interpolating schemes have been sug-
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gested, such as the non-conservative one for the nonlinear Hamilton–Jacobi equation [21], for the compress-
ible flow equations a conservative interpolation scheme has to be used. In the current research, the method
proposed by Tang and Tang [20] for a finite volume formulation is adopted. Let (xj,k, yj,k) and ð~xj;k; ~yj;kÞ be
coordinates of the old and new grid points, respectively, and at the same time ~Ajþ1

2;kþ
1
2

and Ajþ1
2;kþ

1
2

denote
the quadrangles with four vertices ð~xjþp;kþq; ~yjþp;kþqÞ; and (xj+p,k+q, yj+p,k+q), p, q are integer numbers with
0 6 p, q 6 1.

A perturbation method is applied in the derivation of the conservative interpolation scheme. Assuming
ð~x; ~yÞ ¼ ðx� cxðx; yÞ; y � cyðx; yÞÞ with small displacement (cx, cy), we have
Z

~A
jþ1

2
;kþ1

2

Uð~x; ~yÞd~xd~y ¼
Z

A
jþ1

2
;kþ1

2

Uðx� cx; y � cyÞ det
oð~x; ~yÞ
oðx; yÞ

� �
dxdy

�
Z

A
jþ1

2
;kþ1

2

ðUðx; yÞ � cxU x � cyUyÞð1� cx
x � cy

yÞdxdy

�
Z

A
jþ1

2
;kþ1

2

½Uðx; yÞ � ðcxUÞx � ðcyUÞy �dxdy

¼
Z

A
jþ1

2
;kþ1

2

Uðx; yÞdxdy � ½ðc2
nUÞjþ1;kþ1

2
þ ðc4

nUÞj;kþ1
2
� � ½ðc3

nUÞjþ1
2;kþ1 þ ðc1

nUÞjþ1
2;k
�; ð9Þ
where both the coordinate transformation from ð~x; ~yÞ to (x, y) and the Taylor expansion of Uð~x; ~yÞ at (x, y) are
used in the above derivation. Higher order terms have been neglected. Here cl

n :¼ cxnl
x þ cynl

y for l = 1,2,3,4,
where nl ¼ ðnl

x; n
l
yÞ is the unit outward normal direction on the corresponding surface of the control volume

Aj,k. More detailed explanation can be found in [20]. From (9), the conservative quantities are interpolated
into the new mesh with the value,
j~Ajþ1
2;kþ

1
2
j ~U jþ1

2;kþ
1
2
¼ jAjþ1

2;kþ
1
2
jU jþ1

2;kþ
1
2
� ½ðc2

nUÞjþ1;kþ1
2
þ ðc4

nUÞj;kþ1
2
� � ½ðc3

nUÞjþ1
2;kþ1 þ ðc1

nUÞjþ1
2;k
�. ð10Þ
Taking the summation on both sides in the above equation for j, k, the conservative property of the above
scheme can be proved, i.e.,
X

j;k

j~Ajþ1
2;kþ

1
2
j ~U jþ1

2;kþ
1
2
¼
X

j;k

jAjþ1
2;kþ

1
2
jUjþ1

2;kþ
1
2
. ð11Þ
3. Gas kinetic BGK scheme

After interpolating the flow variables from the old to the new mesh, as any other finite volume method the
fluxes will be evaluated at a cell interface to update the solution to the next time level. In the current paper, a
gas-kinetic scheme will be used to construct the numerical flux at the cell interface, where the inviscid and vis-
cous parts are obtained simultaneously.

3.1. Initial reconstruction

Firstly, we need to reconstruct the initial data at each cell from the cell averages. A nonlinear limiter, such
as van Leer limiter [22], can be used here for the subcell data reconstruction at the beginning of each time step.
Let denote Xj,k = (xj,k, yj,k) as the center coordinate of the cell (j, k). For a directional splitting scheme, such as
in the j-direction, we have both cell-averaged value wn

j;k and those wn
j�1;k;w

n
jþ1;k in its neighboring cells. The lim-

ited slope becomes
Lðsþ; s�Þ ¼ ðsignðsþÞ; signðs�ÞÞ
js�ksþj
jsþj þ js�j

;

where sþ ¼ ðwn
jþ1;k � wn

j;kÞ=ðxjþ1;k � xj;kÞ and s� ¼ ðwn
j;k � wn

j�1;kÞ=ðxj;k � xj�1;kÞ. Then, the reconstructed initial
flow variable Wn inside cell (j, k) has the form
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�W n
j;kðx; yÞ ¼ W n

j;k þ Lðsþ; s�Þ � ðX � X j;kÞ; ðx; yÞ � Aj;k; ð12Þ
where X = (x, y). In the following, the gas-kinetic BGK Navier–Stokes (BGK-NS) solver will be presented for
the NS flux evaluation at the cell interface j + 1/2.

3.2. Gas-kinetic BGK-NS flow solver

The BGK model of the approximate Boltzmann equation can be written as [1]
ft þ uf x þ vf y ¼
g � f

s
; ð13Þ
where f is the gas distribution function and g is the equilibrium state approached by f . Both f and g are func-
tions of space (x, y), time t, particle velocities (u, v), and internal variable n. The particle collision time s is
related to the viscosity and heat conduction coefficients. The equilibrium state is a Maxwellian distribution,
g ¼ q
k
p

� �Kþ2
2

e�kððu�UÞ2þðv�V Þ2þn2Þ;
where q is the density, U and V are the macroscopic velocities in the x and y directions, and k is related to the
gas temperature m/2k T. For a 2D flow, the particle motion in the z direction is included into the internal var-
iable n, and the total number of degrees of freedom K in n is equal to (5 � 3c)/(c � 1) + 1. In the equilibrium
state, n2 is equal to n2 ¼ n2

1 þ n2
2 þ � � � þ n2

K . The relation between mass q, momentum (n = qU, m = qV), and
energy E densities with the distribution function f is
w ¼

q

n

m

E

0
BBB@

1
CCCA ¼

Z
waf dN; a ¼ 1; 2; 3; 4; ð14Þ
where wa is the component of the vector of moments
w ¼ ðw1;w2;w3;w4Þ
T ¼ ð1; u; v; 1

2
ðu2 þ v2 þ n2ÞÞT;
and dN = dudvdn is the volume element in the phase space with dn = dn1,dn2, . . .,dnK. Since mass, momen-
tum and energy are conserved during particle collisions, f and g satisfy the conservation constraint
Z

ðg � f Þwa dN ¼ 0; a ¼ 1; 2; 3; 4; ð15Þ
at any point in space and time. The derivation from the BGK model to the NS equations for a polyatomic
gases can be found in [25].

The general solution f of the BGK model at a cell interface (xj + 1/2,k, yj + 1/2,k) and time t is
f ðxjþ1=2;k; yjþ1=2;k; t; u; v; nÞ ¼
1

s

Z t

0

gðx0; y 0; t0; u; v; nÞe�ðt�t0Þ=s dt0 þ e�t=sf0ðxjþ1=2;k � ut; yjþ1=2;k � vtÞ; ð16Þ
where x 0 = xj + 1/2,k � u(t � t 0), y 0 = yj + 1/2,k � v(t � t 0) are the trajectory of a particle motion and f0 is the ini-
tial gas distribution function f at the beginning of each time step (t = 0). Two unknowns g and f0 must be spec-
ified in Eq. (16). In order to simplify the notation, (xj + 1/2,k = 0,yj + 1/2,k = 0) will be used in the following text.

The directional splitting BGK-NS method is described in [26]. For a cell interface (j + 1/2,k), the normal
direction is assumed to be in the x-direction. The initial gas distribution function f0 has the form,
f0 ¼
gl 1þ alx� sðaluþ AlÞ
� �

; x 6 0;

gr 1þ arx� sðaruþ ArÞð Þ; x P 0.

(
ð17Þ
The terms proportional to s represent the non-equilibrium parts in the Chapman–Enskog expansion of the
BGK model, which have no direct contribution to the conservative flow variables, i.e.,
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Z
ðaluþ AlÞwagl dN ¼ 0;Z
ðaruþ ArÞwagl dN ¼ 0. ð18Þ
After having f0, the equilibrium state g around (x = 0, t = 0) is constructed by
g ¼ g0 1þ ð1� H ½x�Þ�alxþ H ½x��arxþ �At
� �

; ð19Þ
where H[x] is the Heaviside function defined as
H ½x� ¼
0; x < 0;

1; x P 0.

�

Here g0 is a local Maxwellian distribution function located at (x = 0,y = 0). In both f0 and g, al;Al; ar;Ar; �al; �ar,
and �A are related to the derivatives of a Maxwellian distribution function in space and time. The dependence
of al; ar; . . . ; �A on the particle velocities can be obtained from a Taylor expansion of a Maxwellian [26].

After determining all parameters in the initial gas distribution function f0 and the equilibrium state g, we
can get the solution of f at time t at the cell interface
f ðxjþ1=2;k; yjþ1=2;k; t; u; v; nÞ ¼ ð1� e�t=sÞg0 þ ðsð�1þ e�t=sÞ þ te�t=sÞð�alH½u� þ �arð1�H½u�ÞÞug0

þ sðt=s� 1þ e�t=sÞ�Ag0 þ e�t=sðð1� ðt þ sÞualÞH½u�gl þ ð1� ðt þ sÞuarÞ
� ð1�H½u�ÞgrÞ þ e�t=sð�sAlH½u�gl � sArð1�H½u�ÞgrÞ. ð20Þ
The time-dependent numerical fluxes in the normal-direction across the cell interface can be computed by
Fq

Fm

Fn

FE

0
BBB@

1
CCCA

jþ1=2

¼
Z

u

1

u

v
1
2
ðu2 þ v2 þ n2Þ

0
BBB@

1
CCCAf ðxjþ1=2;k; yjþ1=2;k; t; u; v; nÞdN; ð21Þ
where f(xj + 1/2,k, yj + 1/2,k, t, u, v,n) is given by Eq. (20). By integrating the above equation to the whole time
step, we can get the total mass, momentum and energy transport across a cell interface. Also, the unit Prandtl
number can be changed to any value by modifying the energy flux in the above equation [26].

4. Numerical experiments

The gas-kinetic scheme is a Navier–Stokes solver, the physical viscosity coefficient is proportional to the
particle collision time. The inviscid flow is considered as a limiting solution when the viscosity coefficient is
small. In this section, both inviscid and viscous flow test cases will be presented by the current adaptive
method.

4.1. Inviscid flow

For the inviscid flow computation, the collision time s in the gas-kinetic flux function is defined as
s ¼ 0:05Dt þ jP l � P rj
P l þ P r

Dt;
where Dt is the CFL time step, and Pl, Pr are the corresponding pressure in the states gl, gr of the initial dis-
continuous gas distribution function f0. Due to the large density gradient at the material interface, in the fol-
lowing example the density is used in the monitor function (7).

Case(1) A Mach = 1.22 shock wave in air hitting a helium cylindrical bubble

A Mach 1.22 planar shock wave, moving through air, impinges on a cylindrical helium bubble. The flow is
often modelled by two-dimensional compressible Euler equations of a two-component fluid (air–helium). The
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earlier result using the gas-kinetic BGK scheme has been reported in [14]. Here, we mainly demonstrate that the
adaptive grid method can give much high resolution solution with less grid points, especially in the regions with
large density gradient, such as the shock waves and the air–helium interface. The initial condition for this case is
ðq;U ; V ; P ; cÞ ¼
ð1; 0; 0; 1; 1:4Þ; pre-shock air,

ð1:3764;�0:394; 0; 1:5698; 1:4Þ; post-shock air,

ð0:1358; 0; 0; 1; 1:67Þ; helium.

8><
>:
In the case, inflow and outflow boundary conditions are used on the right and left sides of the computational
domain, and reflection conditions are imposed on the top and bottom.

The computational mesh used in the current adaptive method is 260 · 71 which is only 4% of the total num-
ber of uniform grids 1300 · 356 used in [14]. Fig. 1 is the adaptive grids from the monitor function (7) with
a1 = a2 = 0, b1 = b2 = 1.0 at time t = 150.0. With the similar resolution at the material interface, the total
computational time using the adaptive method is less than 30% of the one used in a uniform fine mesh
1300 · 356. The density distribution is shown in Fig. 2, which clearly shows the coupling between the compu-
tational mesh and flow resolution. As expected, the adaptive grid method improves the interface resolution
greatly in comparison with the uniform mesh result in Fig. 3, where the same number of grid points are used
as Fig. 2.
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Fig. 1. Adaptive mesh distribution at time t = 150.00.
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Fig. 2. Density contours on the adaptive mesh at time t = 150.0.
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Fig. 3. Density contours on a uniform mesh at time t = 150.0.
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4.2. Viscous flows

In the viscous flow calculations, the collision time s is set to be s = l/P, or s = 2mk with k = q/2P, where l
and m are the dynamical and kinematic viscosity coefficients, q is the fluid density, and P is the local pressure.
For the viscous flow simulation, the viscous effect is closely related to the velocity gradient. Therefore, w in the
monitor function (7) will take the fluid velocity q ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U 2 þ V 2

p
.

Case(2) Flow above an oscillating plate

This is called Stokes’s second problem, which considers fluid motion above an infinite flat plate which exe-
cutes sinusoidal oscillations parallel to itself. The fluid above the plate is initially stationary. The governing
equation of velocity U in the x-direction is
oU
ot
¼ m

o
2U
oy2

; ð22Þ
with the boundary conditions
Uð0; tÞ ¼ U 0 cos xt; Uð1; tÞ ¼ 0.
The exact solution for the above problem is,
U ¼ U 0e�y
ffiffiffiffiffiffiffi
x=2m
p

cos xt � y

ffiffiffiffiffi
x
2m

r� �
. ð23Þ
At y ¼ 4
ffiffiffiffiffiffiffiffi
m=x

p
, the amplitude of U is equal to U 0 expð�4=

ffiffiffi
2
p
Þ ¼ 0:05U 0, which means that the influence from

the wall is confined within a distance of order d � 4
ffiffiffiffiffiffiffiffi
m=x

p
. Since the gas-kinetic scheme solves the compress-

ible Navier–Stokes equations, in order to simulate the above incompressible limiting solution the Mach num-
ber for the compressible flow takes a small value, i.e., M = 0.15. The kinematic viscosity coefficient takes a
value m = 0.00046395, and a mesh size 10 · 20 is used in the computation. Obviously, we only need to move
the mesh in the y direction, where a2 = 0,b2 = 1.0 are used in the corresponding monitor function. Fig. 4
shows the two adaptive grids at times xt ¼ p

10
and p

2
. The numerical results are compared with the exact solu-

tions (23) in Fig. 5. Certainly, the grid points concentrate in the regions with large velocity gradient. The re-
sults clearly show that the adaptive mesh method is very effective to capture the viscous solution.
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Fig. 4. Adaptive mesh at xt ¼ p
10

(left) and p
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(right).
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Case(3) Shock reflection from a wedge
This is an unsteady Mach reflection problem, where a plane shock with Mach number M = 1.3 moves from

left to right across a wedge with 25�. The initial flow state is given by (p,q, u, v) = (1/1.4,1,0,0) inside the com-
putational domain, and the left boundary condition with
ðp; q; u; vÞ ¼ ð1:2893; 1:5157; 0:44231; 0Þ

satisfies the shock jump condition. Non- slip boundary condition is imposed on the surface of the wedge. Ini-
tially, the computational domain {0 6 x 6 2.0, 0 6 y 6 0.75} is covered by a uniform mesh with 200 · 200 grid
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Fig. 6. Adaptive mesh after the shock reflection from a wedge.
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points and cell size Dx = 0.01 and Dy = 0.00375. The kinematic viscosity coefficient takes a value
m = 0.0000369. The adaptive mesh is constructed with the parameters a1 = a2 = 0 and b1 = b2 = 1.0 in the
monitor function. With the flow movement, the mesh starts to concentrate in the regions with high velocity
gradients, such as the shock front and boundary layer. Fig. 6 shows the adaptive mesh in the physical domain.
The Mach number contours at time t = 1.25 are shown in Fig. 7, which is close the experiment picture in [23].

In order to demonstrate the accuracy of the mesh moving method, we also used a much refined uniform
mesh with 200 · 1000 grid points to do the same calculation. The boundary layer profile at the location
x = 1.175 above the wedge surface is presented in Fig. 8. Obviously, the results from the adaptive mesh
Y

Fig. 7. Mach contours.
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method is consistent with the refinement results, where the results with uniform coarse mesh (200 · 200 grid
points) are inferior in comparison with others. In other words, the adaptive grid method with much less num-
ber of grid points can obtain accurate solution. The adaptive mesh method (200 · 200 grid points) uses less
than 30% of computational time than that with a uniform refined mesh (200 · 1000 grid points).
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Case(4) 2D cavity flow

The cavity flow inside a square is a well-defined example for validating numerical methods. There is highly
accurate solutions for this case, which were obtained by Ghia et al. [11] and Botella and Peyret [2]. The square
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Fig. 11. Velocity V profile along the central horizontal line at Re = 1000.
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has three fixed walls and the upper moving boundary with unit velocity. Hence, the non-slip boundary con-
dition relative to the walls are imposed. In the current simulation, we only calculate the flow at Reynolds num-
ber Re = 1000 with 65 · 65 grid points in the computational domain. The mesh adaptation is done with
a1 = a2 = 0, b1 = b2 = 1.5 in the monitor function. Fig. 9 shows the adaptive grids, where the mesh points con-
centrate on the high velocity gradient regions. The simulation results, as well as the benchmark solutions from
Ghia et al. [11] and Botella and Peyret [2], are presented in Figs. 10–13. The solutions from the adaptive
method have better agreement with the benchmark results than that from uniform mesh. With similar accu-
racy, the computational time here only takes 23.5% of that used in the uniform mesh method with 255 · 255
grid points in [28].

5. Conclusion

In this paper, an adaptive grid method has been successfully developed for the simulation of inviscid and
viscous flows. For unsteady flow computation, the adaptive method has obvious advantage in terms of the
accuracy and efficiency in comparison with the static mesh method. The good agreement between the numer-
ical results and benchmark solutions validates the current approach. With the velocity-gradient dependence
monitor function, the boundary layer and shock wave have been well captured for the viscous flow. In the
future, with further development the adaptive mesh method will become an important working horse for
the unsteady viscous flow computation, especially in the cases where fine grid resolution is needed, such as
DNS and turbulent flow.
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